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Abstract
The safe exploration of Small Celestial Bodies (SCBs) requires continuous human supervision and participation, which
limits the number of missions that can be realized. If spacecraft were endowed with greater onboard autonomy, exploration
could be carried out more efficiently, resulting in broader coverage and increased scientific output. By reducing the need
for extensive human involvement, these missions could be conducted more frequently and with greater ease. This
paper presents an AI-based, especially Convolutional Neural Network (CNN)-based, pre-processing for improving the
navigation concept of the previously finished Astrone project, which introduces an exploration concept that suggests using
autonomous hovering relocation maneuvers for exploration spacecraft on Small Solar System Bodies (SSSBs), such as
comets and asteroids to enhance their mobility. Our improvements support autonomous navigation concepts by extracting
relevant features from the spacecraft’s irregular and unstructured environment, such as the comet 67P/Churyumov-
Gerasimenko’s surface, captured by a 65◦×65◦ wide-angle 2D camera and a corresponding Light imaging, Detection And
Ranging (LiDAR) sensor. This paper focuses on predicting Volume Center Points (VCPs) of different-sized stones in the
spacecraft’s camera frame as landmarks by CNNs. These VCPs are treated as key-points for local navigation, such as
point cloud registration and place recognition. A simplified dataset for our specific scenario was generated to train and
test different CNNs, such as the U-Net, DEFU-Net, U2-Net, and the Deeplabv3+ with certain ResNet and ResNet-RS
backbone net architectures. The CNNs were trained and tested for semantic segmentation tasks and VCP detection
for different-sized stones. Further, the Deeplabv3+ with a ResNet-RS50 backbone net was extended by three separate
Multi Perceptron Layers (MLPs) to predict the VCP coordinates independently. A Mean Absolute Error (MAE) within
0.837·σradius could achieved, where σradius is the stones’ radius’ standard deviation.
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NOMENCLATURE

Abbrevations

AI Artificial Intelligence

ALLD Artificial Lunar Landscape Dataset

ASPP Atrous Spatial Pyramid Pooling

CNN Convolutional Neural Network

DEM Digital Elevation Map

GAN Generative Adverisal Network

HITL Human In The Loop

LiDAR Light imaging, Detection And Ranging

mIOU Mean Intersection Over Union

MLP Multi-Layer Perceptron

ReLU Rectified Linear Unit

SCB Small Celestial Bodies

SELU Scaled Exponential Linear Unit

SSSB Small Solar System Body

VCP Volume Center Point

1. INTRODUCTION

A growing scientific interest has recently evolved in ex-
ploring Small Celestial Bodies (SCBs) within our solar
system, such as asteroids and comets. These objects
achieved significant attention due to their intrinsic value
and potential for resource utilization. Investigating these
celestial bodies can provide profound insights into the
origins and evolution of our solar system and enable the
identification of valuable resources crucial for future space
missions. Exploration missions to SCBs pose numerous
challenges, considering the emerging trends in precise
and autonomous mobility. Exploring Small Solar System
Bodies (SSSBs) revolves around achieving autonomy in
mission operations. Autonomous operation is crucial,
particularly for long distances where real-time communi-
cation between the Earth and the spacecraft on the SSSB
is impossible because of the high data transfer latency.
Autonomy refers to the spacecraft’s capability to perform
tasks and make decisions without continuous human
intervention. Previous SSSB exploration missions have
emphasized developing autonomous capabilities, enabling
spacecraft to navigate, land, and conduct scientific inves-
tigations without Human In The Loop (HITL) approaches.

These autonomous capabilities are achieved using optical
relative navigation and radiometric absolute navigation
techniques [1–4]. Radiometric tracking allows for precise
and absolute tracking of the spacecraft’s trajectory relative
to the SSSB’s global reference frame. Landmark-based

1

Deutscher Luft- und Raumfahrtkongress 2023
DocumentID: 610427

doi: 10.25967/610427CC BY-SA 4.0

https://doi.org/10.25967/610427
https://creativecommons.org/licenses/by-sa/4.0/


navigation relies on identifiable surface features of the
SSSB to assist in spacecraft localization and orienta-
tion. While these technologies have proven successful,
they still require the HITL. Landmark-based navigation
necessitates extensive modeling efforts on the ground,
while radiometric measurements may only sometimes be
available. Additionally, the selection of a landing site
requires thorough surface mapping. In contrast, a fully
autonomous spacecraft would have the capability to land
independently on the surface and subsequently explore the
entire surface autonomously. By expanding the range of
exploration in this manner, the overall scientific revenue
of the mission would experience a significant increase. To
support navigation tasks, in this contribution, an Artificial
Intelligence (AI)-based pre-processing, primarily through
Convolutional Neural Networks (CNNs), is introduced
for improving the navigation concept of the previously
finished Astrone [5] project in the context of the current
Astrone KI [6] project. The CNN tasks split into semantic
segmentation of different-sized stones on the SSSB’s
surface and detecting stone Volume Center Points (VCPs)
as key-points for further navigation sub-tasks, e.g., point
cloud registration and place recognition. In summary, the
main contributions of this paper include the following:
• An overview about the generated dataset for the training

and validation of CNNs in the context of the Astrone KI
project,

• CNN architecture, training setup and validation results
for semantic segmentation of different-sized stones, and

• CNN architecture, training setup and validation results
for prediction of VCPs of different-sized stones.

2. RECENT WORK

Recent space missions have progressively integrated
technologies to expand the boundaries of autonomy.
For example, the Hayabusa-2 mission [7], launched in
2014, introduced upgraded navigation instruments and
employed advanced characterization techniques such as
radiometric tracking and autonomous descent. Similarly,
the OSIRIS-REx mission [8], launched in 2016, utilized
vision-based navigation for close-range operations and
radiometric tracking while incorporating advanced ex-
posure techniques and landmark tracking. The DART
mission [9], launched in 2021, achieved kinetic impact
deflection by utilizing fully autonomous navigation sys-
tems and avionics. Advancing the frontiers of autonomy
in upcoming missions is of utmost importance as it ap-
proaches the limits of human intervention or ground-based
control in SSSB missions. Autonomy becomes crucial to
ensure optimal performance, especially when operating
at considerable distances where communication delays
pose significant challenges. As missions become more
intricate, involving multiple probes or exploring multiple
targets, the importance of autonomy is further under-
scored. Envisioned scenarios include multiple spacecraft
independently landing and exploring asteroid fields with
minimal human intervention. Replacing HITL approaches
requires sophisticated AI-based machine-learning algo-
rithms, which enable spacecraft to acquire real-time
learning and adaptation capabilities to enhance their
predictions. Improved sensor capabilities also play a
crucial role, allowing spacecraft to acquire precise and re-
liable data for autonomous operations. This encompasses
advancements in optical and Light imaging, Detection
And Ranging (LiDAR) sensors and the integration of

innovative sensing technologies. Furthermore, in the
context of SSSB missions, the ability to make robust
decisions and exhibit adaptive autonomy is of paramount
importance. These aspects entail the development of
algorithms and strategies capable of handling unexpected
events, adapting to changing environments, and making
intelligent decisions in complex and uncertain scenarios.
By incorporating robustness and adaptability into the
autonomy framework, spacecraft can effectively address
the intricacies of missions and ensure successful operations.

Information about the planetary environment on SSSBs
from imaging sensors such as mono cameras and LiDAR
sensors is essential for the perception and navigation of
mobile exploration robots on planetary surfaces. Basic
navigation tasks include detecting and sensing objects and
terrain features under adverse conditions in significantly
unstructured environments. In this context, semantic clas-
sification of the amorphous and irregular terrain surface
plays a crucial role. The recently finished Astrone project
presented by Martin et al. (2021) presents an exploration
concept that suggests using autonomous hovering reloca-
tion maneuvers for exploration spacecraft on SSSBs, such
as comets and asteroids, to enhance mobility [5]. Ac-
cording to this previous Astrone project’s exploration con-
cept, image and LiDAR sensor data are acquired from
an aerial position [6]. Only high-resolution 1024× 1024
grayscale 2D image data will be available, fused with low-
resolution 128×128 LiDAR 3D point cloud data from a
flash-LiDAR sensor to produce highly accurate 3D ter-
rain maps can be used for navigation and path planning
on SSSBs [10]. In addition, an autonomous flash-LiDAR-
based inertial navigation system for a spacecraft near the
SSSB surface has been successfully developed and tested
by Liu et al. (2021) [11].

3. CONCEPT OF THE AI PRE-PROCESSING

Our enhanced Astrone navigation concept, Astrone KI, in-
cludes additional AI algorithms. The previous Astrone and
the Astrone KI navigation concepts are shown in Fig. 1
and 2. This paper focuses on the AI pre-processing block.
The AI-Mapping system was introduced by Liesch et al.
(2023) [10]. The estimation of positions, velocities, and at-
titudes of a hovering spacecraft on SSSBs includes consid-
erable uncertainties. To reduce estimation uncertainties,
in this contribution, an AI pre-processing for observations
of the relative position and attitude of the spacecraft is in-
troduced. The Astrone KI navigation concept focuses on
the collaborative use of AI-based feature extraction and a
discriminator with analytical non-AI (conventional) algo-
rithms as part of local navigation on the SSSB’s surface.

FIG 1. Navigation concept of the Astrone project [5, 6].

The previous Astrone navigation concept applied ana-
lytical models to process point clouds from the SSSB’s
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unstructured surface for local navigation tasks. In the
Astrone KI navigation concept, these analytical models
were replaced through AI-based approaches for complex
regression tasks in 2D images and corresponding 3D
distance data (depth images), especially classifications.

The feature extraction contains a CNN that processes early
fused coherent high-resolution grayscale 2D image and low-
resolution flash-LiDAR data in the camera frame as input
data. To early-fuse these data, the patch-based Genera-
tive Adverisal Network (GAN) approach from Liesch et al.
(2023) [12] is applied for rescaling the low-resolution depth
image to the resolution of the corresponding grayscale 2D
image. To evaluate the VCP prediction approach, differ-
ent CNNs are evaluated using a CNN input image reso-
lution of 256×256 instead of 1024×1024 to reduce com-
putational cost. Suitable CNNs are adapted for semantic
segmentation tasks in our specific irregular and unstruc-
tured environment. Certain CNN variations were trained
to extract VCPs of small stones, big stones, and rocks for
further use as key-points in discriminator and matching al-
gorithms. Due to our approach lacking satisfying datasets
for aerospace for supervised training of CNNs, a simpli-
fied simulated synthetic dataset through the approach of
Schmipf et al. (2022) [13] was developed. The dataset is
inspired by the Rosetta orbiter mission’s generated images
of the 67P/Churyumov-Gerasimenko comet’s surface [14].

FIG 2. Navigation concept including AI-algorithms of the As-
trone KI project.

3.1. Dataset

To generate grayscale 2D data and corresponding 3D dis-
tance data provided by a simulated LiDAR sensor, the ap-
proach presented by Schimpf et al. (2022) [13] was im-
proved. Schimpf et al. (2022) introduced the generation of
a Digital Elevation Map (DEM) by overlying layers, where
each layer contains different environmental information,
such as rocks, hills, craters, slopes, and surface texture,
as shown in Fig. 3.

While this approach focuses on generating a DEM and local
navigation in a DEM perspective, an additional rendering
for navigation in the camera perspective by the software
Blender [15] was applied to render grayscale 2D and cor-
responding depth images in the spacecraft’s camera frame.
The rendered grayscale 2D image data include shadows
and a Lambertian scattering reflectance model. Different
shadows on the DEM’s surface were applied through a mov-
ing sun at ±45◦ in 15◦ steps in the simulated spacecraft’s
yaw-axis, where 0◦ is in the camera’s back. For seman-
tic segmentation, ground truth 2D images for supervised
learning-based training of the CNNs were generated. Fig.
4a - 4f presents a grayscale 2D image and its corresponding

data. The VCPs of stones highlighted in blue and red in
Fig. 4f were generated through a coordinate transforma-
tion of the VCPs in the DEM’s global coordinate frame to
the spacecraft’s camera frame. In the Astrone KI project,
a high-fidelity 2D and 3D data generator software Cam-
Sim [16] developed by Astos Solutions is applied. Cam-
Sim simulates a high-resolution grayscale 2D camera and a
flash-LiDAR sensor to render data from an SSSB’s surface,
inspired by the 67P/Churyumov-Gerasimenko comet’s sur-
face. Fig. 4h and 4g presents 2D image and depth image
output data rendered by CamSim.

Further, the focus is on comparing CNN performances on
our generated dataset and the Artificial Lunar Landscape
Dataset (ALLD) for semantic segmentation tasks on a sim-
ulated lunar surface with the same classes as in our gen-
erated dataset. Additionally, the ALLD is cleaned from
artifacts for usage in a single-class multi-label scenario.
The ALLD provides similar environment constraints as our
dataset, except for the significantly unstructured SCB sur-
face, applied light scattering models, and missing depth
images to their corresponding grayscale 2D images.

3.2. Semantic Segmentation

Different CNNs from comparable semantic segmentation
approaches of obstacles and objects for object detection
tasks related to our navigation concept were applied.
Based on the widely used encoder-decoder structure of
the U-Net [17] from Ronneberger et al. (2015), Zhou
et al. (2018) developed the U-Net++ [18] by adding
nested and dense skip connections to the original U-Net.
By redesigning these skip connections to full-scale skip
connections, Huang et al. (2020) reduced the complexity
of the U-Net++ in their developed U-Net3+ [19]. They
achieved a potentially more accurate position-aware and
boundary-enhanced segmentation map as output. Qin et
al. (2020) introduced a highly complex CNN structure
with nested U-Nets in a typical U-Net structure [20]. This
architecture uses the advantages of a U-Net with improve-
ments of additional implemented residual U-Net blocks to
combine multi-scale and local features. Compared to the
original U-Net, this results in potentially high-resolution
semantic segmentation results without a significantly
increased memory and computation afford. Zhang et al.
(2021) realized another approach to improve the U-Net
by extracting additional features in their developed Dual
Encoder Fusion U-Net (DEFU-Net) [21]. This approach
results in a highly increased resolution of semantic seg-
mentation results, but a high computation afford.

FIG 3. DEM generator by Schimpf et al. (2022) [13].
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Another approach to improve the U-Net by adding at-
tention gates, the Attention U-Net (AttU-Net) [22] by
Oktay et al. (2018), and its combination with the Residual
Recurrent U-Net (R2U-Net) [23] by Alom et al. (2018),
the R2AttU-Net, promises potentially good results for
our semantic segmentation task. Further, Rundo et al.
(2019) added Squeeze-and-Excitation (SE) blocks after
each encoder layer of the U-Net and developed the result-
ing SEU-Net [24]. Roy et al. (2018) added concurrent
spatial SE blocks on the decoder site to the SEU-Net and
developed the scSEU-Net [25].

(a) Rendered with sun angle 0◦ (b) Rendered with sun angle 15◦

(c) Rendered with sun angle 30◦ (d) Rendered with sun angle 45◦

(e) Corresponding depth image (f) Corresponding ground-truth
image

(g) CamSim depth image (h) CamSim 2D image

FIG 4. Rendered grayscale 2D images with different lightning
conditions, corresponding qualitative depth image, cor-
responding ground-truth image, and CamSim 2D and
qualitative depth image output data.

The Deeplabv3+ [26] utilizes a CNN as a backbone net to
extract hierarchical features in different scales to capture
global and local context information from the pixel of the
Deeplabv3+’s input data. An Atrous Spatial Pyramid
Pooling (ASPP) enables the Deeplabv3+ to perceive
fine-graded and larger scales to enhance the segmentation
accuracy. The ASPP is based on capturing context
information at varying receptive field sizes through atrous
dilated convolutions with multiple rates. As the backbone
net for feature extraction, the focus is on ResNet [27] and
ResNet-RS-based [28] architectures, which include iden-
tity mappings based on residual connections. ResNet-RS
architectures extend vanilla ResNets by adding Random
Skip connections and residual connections to aggregate
current feature maps with a randomly selected subset
of previous feature maps. The random skip connections
enhance CNN’s learning capabilities and the learned
representations’ diversity.

For semantic segmentation tasks in 2D images and corre-
sponding depth images of the unstructured SSSB’s sur-
face in our generated dataset, ResNet50, ResNet50-RS,
ResNet101, ResNet101-RS, ResNet152, and ResNet152-RS
as backbone nets for the Deeplabv3+ were focused. The
semantic segmentation’s pixel-level classification follows a
single-label multi-class classification approach, where only
one class can be assigned to one pixel of the CNN’s pre-
dicted output 2D image, as formulated in Eq. 1.

(1) 1A(x) =

{
1, if x ∈ A

0, if x /∈ A

The outputs of all chosen CNNs were fitted to a three-
class classifier. The CNNs and their input vector x treats
their output vector y as a probability distribution based
on a softmax function. Following the notation of Papernot
et al. (2016), F1, ...,Fn refers to CNN layers [29]. F(x)
represents the CNN, including the softmax function, with
x as the CNN’s input vector. The output of the CNN
without the softmax function is defined as Z(x) and rep-
resents the logits. The output vector y is defined by Eq. 2
with the input vector x∈RH×W×C and the output vector
y∈RH×W×3, where H is height, W is width, and C is the
input image data channel.

F = softmax ◦ Fn ◦ Fn−1 ◦ ... ◦ F1

y := F(x) = softmax(Z(x))
(2)

3.3. Volume Center Point prediction

For predictions of VCPs of big and small stones, the struc-
ture of a CNN were adapted by changing its output layer
architecture while implicitly using the encoder-decoder
structure for semantic segmentation tasks. Instead of a
pixelwise probability distribution that is focused on se-
mantic segmentation tasks, the output of the CNN yV CP

is a list of VCPs of different-sized stones in the spacecraft’s
camera frame yV CP ∈ Rk×V CP where k is the number of
VCPs in the current rendered scene’s camera frame where
each V CP ∈ (x, y, z)T . The coordinates in the camera
frame were defined as a cartesian left-handed system with
the origin in the camera’s focal point. Following this
definition, x and y can be positive and negative, while z is
always positive [30].
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The CNN output layer’s softmax function as described in
Eq. 2 of the CNN for semantic segmentation tasks is re-
placed through a Multi-Layer Perceptron (MLP) architec-
ture to generate a list of VCPs by regression. The MLP
applies, in multiple instances, a regression algorithm on ex-
tracted stone surface contours to predict the stones’ VCPs:
1) Normalize the CNN’s output logits Z(x) in their data

channel to reduce computation effort [31] and reshape
the resulting output through flattening,

2) Apply three independent three-layer depth MLPs to
process the regressions for each VCP independently in
x, y, and z for each direction, and

3) Stack the separately predicted cartesian x, y, and z
coordinates to achieve the expected dimension of single
VCPs where each V CP ∈(x, y, z)T .

The CNN output yV CP for predicting VCPs of different-
sized stones is described in Eq. 3, where Z(x) are the
CNN’s (FV CP ) logits, MLPx, MLPy, and MLPz the ap-
plied MLPs in the corresponding x, y, and z direction, and
σ is the applied MLP’s output’s activation function.

(3) yV CP := FV CP (x) =

σSELU (MLPx(Z(x))

σSELU (MLPy(Z(x))

σReLU (MLPz(Z(x))


A ReLU activation function was chosen to predict the
VCPs’ position in the z-direction because their values
can only be positive where z ∈R+. For predicting VCPs’
positions in the x- and y direction, a Scaled Exponential
Linear Unit (SELU) activation function as a modification
of the ReLU was applied, defined by Eq. 4a and 4b with
λ≈1.05 and α≈1.67 as derived scalar quantities [32].

σReLU (x) =

{
x, if x > 0

0, if x ≤ 0
(4a)

σSELU (x) =

{
λx, if x > 0

λα(ex − 1), if x ≤ 0
(4b)

4. TEST RESULTS

In the specific scenario, a three-level test campaign focuses
on getting a satisfying CNN structure for semantic segmen-
tation tasks and VCP predictions. The CNN architectures
are compared by the metrics defined in Eq. 5a - 5d, and
the final VCP prediction is validated through the Mean
Absolute Error (MAE) metric defined in Eq. 5e.

precision =
100

n
·

n∑
k=1

TPk

TPk + FPk
(5a)

recall =
100

n
·

n∑
k=1

TPk

TPk + FNk
(5b)

F1 = 2 · precision · recall
precision+ recall

(5c)

mIOU =
100

n
·

n∑
k=1

|yk,true ∩ yk,pred|
|yk,true ∪ yk,pred|

(5d)

MAE =
1

n
·

n∑
k=1

|yk,true − yk,pred|(5e)

Because our scenario and datasets differ significantly from
those used to develop the CNNs, different CNNs for se-
mantic segmentation tasks were trained and tested on the
ALLD to assess their performance on comparable data.

The ALLD includes similar training and test data, which
is expected for our use case, but with the limitation of
missing grayscale 2D images’ corresponding depth images,
as described in Section 3.1. Tab. 1 presents the test results
of different CNNs trained on the ALLD. The Deeplabv3+
with a ResNet50 backbone net and the DEFU-Net show
the best results. Respecting the computational effort for
inference of the trained CNNs, the Deeplabv3+ outper-
forms the DEFU-Net in addition to its higher metric val-
ues, e.g., mIOU. Fig. 5 presents a grayscale 2D input im-
age, the corresponding ground truth, and the DEFU-Net’s
and Deeplabv3+’s visualized predictions.

TAB 1. Validation of semantic segmentation on the Artificial
Lunar Landscape Dataset (ALLD), with backbone nets
in round brackets

CNN Prec. Rec. F1 mIOU
U-Net 91.6 89.1 90.3 44.8

U-Net3+ 91.3 87.7 89.4 49.9
U2-Net 84.6 66.6 74.5 33.9

DEFU-Net 92.4 89.3 90.8 60.7
R2U-Net 86.8 76.4 81.3 40.8
AttU-Net 83.8 75.7 79.5 35

R2AttU-Net 86.7 83 84.9 39.6
SEU-Net 86.9 35.1 50 37.8

scSEU-Net 89.2 39.6 54.9 39
MAP-Net 87.7 53.8 66.7 34.4

Deeplabv3+
(ResNet50)

93.5 92.2 92.9 67.2

(a) Grayscale 2D image (b) Ground truth image

(c) DEFU-Net (d) Deeplabv3+

FIG 5. A grayscale 2D image (a) and corresponding ground
truth image (b) of the ALLD, and visualized predictions
of the CNNs DEFU-Net (c), and Deeplabv3+ (d) with
highlighted classes big stone (blue), small stone (red),
and ground (black).

For further training and tests of CNNs on our generated
dataset, the Deeplabv3+ with different backbone nets is
focused. Due to deep neural network architectures prone
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to overfitting with increasing depth, the layer depth of the
backbone ResNet and ResNet-RS architectures are limited
to 50, 101, and 152. Firstly, the different Deeplabv3+
variants were trained and tested with grayscale 2D image
data to test these CNN variants’ ability to predict stone
contours without distance information between the space-
craft’s camera and stones. Additionally, these CNNs were
trained and tested with early fused [33, 34] grayscale 2D
and depth image input data. For training and testing,
the grayscale 2D image lightning conditions were varied in
both scenarios from ±45◦ in 15◦ steps.

Tab. 2 and 3 present the validation results for both sce-
narios. The mIOU shows a mean improvement of 4.067,
and the best Deeplabv3+ variant with a ResNet50-RS
backbone net an increase of the mIOU of 5.24. As ex-
pected, the deeper variants of the ResNet and ResNet-RS
architectures show less performance on the test data than
the 50-layer deep variants. Fig. 6 and 7 present visualized
predictions of the tested Deeplabv3+ versions for the input
and corresponding ground truth data, presented in Fig. 4.
Appendix A Fig. 8 includes an overview of visualized
Deeplabv3+’s predictions with a ResNet50-RS backbone
net for different illumination conditions. Further, Ap-
pendix A Fig. 9 presents the absolute-difference images
(misclassifications) of the visualized CNN predictions
(Fig. 8) and the expected ground-truth.

Based on the tests of the Deeplabv3+ variants, the
Deeplabv3+ with the ResNet50-RS backbone net was
trained and tested to predict VCPs of different-sized
stones in camera frame with early-fused grayscale 2D
and depth images as the CNN’s input data. The CNN
was trained to predict VCPs of stones with an average
radius larger than 10 cm for training. An MAE of 17.65 cm
was achieved, where the whole training and test dataset
contains stones with a mean radius of rmean=30.84 cm, a
median of all radii of rmedian=23.6 cm, and a stone radius’
standard deviation of σradius = 21.09 cm. In summary, a
VCP prediction within 0.837 · σradius was achieved.

A Ryzen 9 5950x CPU and an NVIDIA RTX 3090 GPU
were utilized for all training and testing. The ALLD con-
tains 9, 766 images, where 8, 000 images were used for train-
ing and 1, 766 for testing. The generated semantic segmen-
tation and VCP prediction dataset was split into 76, 500
grayscale 2D and depth images for training and 8, 500 for
testing. Furthermore, as a loss function, a categorical
cross-entropy was used for semantic segmentation and a
logarithmic, hyperbolic cosine for VCP prediction. An
Adam optimizer with its β1 = 0.9, β2 = 0.999, and ϵ = 1
parameters was applied for each setup.

5. CONCLUSION AND OUTLOOK

An AI-based improvement for pre-processing environ-
mental data as part of the improvement of the recently
finished Astrone project was introduced. Firstly, the
performance of different CNN architectures for semantic
segmentation tasks was evaluated on the ALLD, which
has similar environmental conditions but includes only 2D
images and lacks corresponding depth images. Further, a
simplified dataset was generated based on the DEM gen-
eration approach presented by Schimpf et al. (2022) [13].
Custom-generated simplified DEMs were rendered with
Blender software to generate grayscale 2D images in vary-

TAB 2. Validation of semantic segmentation on the simplified
simulated dataset with 2D image input data, with back-
bone nets in round brackets

CNN Prec. Rec. F1 mIOU
Deeplabv3+
(ResNet50)

97.2 97.16 97.18 69.05

Deeplabv3+
(ResNet101)

97.05 97.01 97.03 68.20

Deeplabv3+
(ResNet152)

96.97 96.94 96.96 67.84

Deeplabv3+
(ResNet50-RS)

97.48 97.45 97.47 71.58

Deeplabv3+
(ResNet101-RS)

97.36 97.32 97.34 70.85

Deeplabv3+
(ResNet152-RS)

97.35 97.3 97.32 70.35

TAB 3. Validation of semantic segmentation on the simplified
simulated dataset with 2D image corresponding depth
image input data, with backbone nets in round brackets

CNN Prec. Rec. F1 mIOU
Deeplabv3+
(ResNet50)

97.94 97.91 97.92 72.8

Deeplabv3+
(ResNet101)

97.96 97.91 97.93 72.72

Deeplabv3+
(ResNet152)

97.97 97.93 97.95 72.5

Deeplabv3+
(ResNet50-RS)

98.28 98.27 98.27 76.2

Deeplabv3+
(ResNet101-RS)

98.23 98.21 98.22 75.5

Deeplabv3+
(ResNet152-RS)

98.26 98.24 98.25 75.59

ing illumination conditions between ±45◦ in 15◦ steps.
Further, their corresponding depth and ground-truth
images for semantic segmentation tasks were also rendered
in the spacecraft’s camera frame. The CNN Deeplabv3+,
including different backbone nets, which has shown the
most promising ALLD results, was trained and tested on
our generated dataset. To determine the effect of process-
ing additional depth images instead of only grayscale 2D
images, different Deeplabv3+ variants were trained for
both scenarios. A mIOU mean improvement of 4.067 and
a mIOU improvement of 5.24 for the Deeplabv3+ with
a ResNet50-RS backbone net was achieved, which has
shown the best results in both scenarios.

Considering these results, the Deeplabv3+ output layer’s
softmax function was replaced by an MLP with three
independent stages. The stages independently compute
the position of VCPs in x, y, and z direction, where x and
y can be positive and negative, and z can only be positive,
based on the defined left-handed cartesian coordinate
system. For the MLP stages, for prediction of the VCP
positions in the x and y direction, a SELU, and the z
direction, a ReLU activation function was applied. An
MAE of 17.65 cm was achieved, where the stones’ standard
deviation is σradius=21.09 cm.
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(a) Deeplabv3+ (ResNet50) (b) Deeplabv3+ (ResNet101)

(c) Deeplabv3+ (ResNet152) (d) Deeplabv3+ (ResNet50-RS)*

(e) Deeplabv3+ (ResNet101-RS) (f) Deeplabv3+ (ResNet152-RS)

FIG 6. Visualized Deeplabv3+’s predictions with certain back-
bone nets in round brackets for semantic segmentation of
big stone obstacles (blue), small stones (red) and ground
(black) with the CNN’s input data as shown in Fig. 4a
without corresponding depth image data (* best).

Our achieved VCP prediction with a MAE within
0.837 · σradius can be further improved by minimizing
the current artificial landscape dataset limitations, e.g.,
restructuring the landscape and stone generation process
to achieve more realistic different-sized stones, applying
Perlin noise to the DEM’s and stone’s surface, and in-
creasing the DEM and render resolutions. Further, the
MAE can be reduced by further developments of the CNN
structure, e.g., with Vision Transformer as backbone nets.
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(a) Deeplabv3+ (ResNet50) (b) Deeplabv3+ (ResNet101)

(c) Deeplabv3+ (ResNet152) (d) Deeplabv3+ (ResNet50-RS)*

(e) Deeplabv3+ (ResNet101-RS) (f) Deeplabv3+ (ResNet152-RS)

FIG 7. Visualized Deeplabv3+’s predictions with certain back-
bone nets in round brackets for semantic segmentation of
big stone obstacles (blue), small stones (red) and ground
(black) with the CNN’s input data as shown in Fig. 4a
and 4e (* best).
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A. APPENDIX

(a) Grayscale 2D image (−45◦) (b) Grayscale 2D image (−30◦) (c) Grayscale 2D image (−15◦) (d) Grayscale 2D image (+15◦)

(e) Grayscale 2D image (+30◦) (f) Grayscale 2D image (+45◦) (g) Qualitative depth image (h) Ground truth image

(i) 2D image only (−45◦) (j) 2D and depth image (−45◦) (k) 2D image only (−30◦) (l) 2D and depth image (−30◦)

(m) 2D image only (−15◦) (n) 2D and depth image (−15◦) (o) 2D image only (+15◦) (p) 2D and depth image (+15◦)

(q) 2D image only (+30◦) (r) 2D and depth image (+30◦) (s) 2D image only (+45◦) (t) 2D and depth image (+45◦)

FIG 8. Deeplabv3+’s input data under varying sun azimuth angles in round brackets as shown in (a) - (f), the correspond-
ing depth image (g), and ground-truth image (h), and visualized Deeplabv3+’s predictions with the ResNet50-RS as
backbone net (i) - (t).
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(a) Grayscale 2D image (−45◦) (b) Grayscale 2D image (−30◦) (c) Grayscale 2D image (−15◦) (d) Grayscale 2D image (+15◦)

(e) Grayscale 2D image (+30◦) (f) Grayscale 2D image (+45◦) (g) Qualitative depth image (h) Ground truth image

(i) 2D image only (−45◦) (j) 2D and depth image (−45◦) (k) 2D image only (−30◦) (l) 2D and depth image (−30◦)

(m) 2D image only (−15◦) (n) 2D and depth image (−15◦) (o) 2D image only (+15◦) (p) 2D and depth image (+15◦)

(q) 2D image only (+30◦) (r) 2D and depth image (+30◦) (s) 2D image only (+45◦) (t) 2D and depth image (+45◦)

FIG 9. Deeplabv3+’s input data under varying sun azimuth angles in round brackets as shown in (a) - (f), the corresponding depth
image (g), and ground-truth image (h), and white highlighted misclassifications of the visualized Deeplabv3+’s predictions
with the ResNet50-RS as backbone net (i) - (t).
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