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Abstract 
The supersonic flow in a conical nozzle with circular cross section is analyzed using RANS simulations to 
yield the boundary conditions for planned DNS of film cooling. A simplified one-species approach with 
calorically perfect gas assumption is used for the gaseous H2O flow, and the results are compared to the 
experimental data of subproject A2, RWTH Aachen, of the collaborative research center SFB-TRR40. The 
influence of the wall temperature condition (adiabatic or isothermal with very low wall temperature) on the 
boundary layer at the cooling-slot position is investigated and the boundary-layer data at the cooling position 
are extracted. As a reference case the DNS of a fully turbulent boundary layer over a flat plate at Mach 
number 3.3 with zero pressure gradient and adiabatic wall is shown. 

 
 

1. INTRODUCTION 
The hot combustion gases of rocket motors lead to very 
high thermal loads on the engine walls, far exceeding the 
temperature limits of today’s available materials, making 
active cooling indispensable. Next-generation rocket 
engines will have to withstand even higher heat loads due 
to an increase in combustion-chamber pressure and 
temperature for an increase in engine power. An effective 
method to protect the supersonic nozzle-extension flow is 
film cooling, where a cooling gas is blown into the hot-gas 
boundary-layer flow. This generates a protecting film that 
reduces the heat load into the structure at and 
downstream of the cooling-slot position by (i) a reduction 
of the wall temperature (in case of an adiabatic wall) or the 
temperature gradient (in case of an isothermal wall), 
and (ii) an alteration of the fluid properties such as heat 
capacity or conductivity (in case of foreign-gas injection). 
The cooling film can be generated either by wall-parallel 
blowing through a backward-facing step (see, e.g., [1–4]) 
or through wall-normal (or inclined) blowing through 
discrete holes or spanwise slits (see, e.g., [5–7]). Blowing 
through multiple, closely spaced holes or slits is generally 
referred to as effusion cooling, see, e.g., [8, 9]. Injecting 
the cooling gas through a porous wall is known as 
transpiration cooling, see, e.g., [10, 11]. The cooling 
effectiveness is governed by a complex interaction 
between the main and the coolant flow and depends on 
various parameters like cooling-gas type and temperature, 
mass flux, injection angle, or main flow characteristics. To 
investigate the flow behavior, numerical simulations are 
performed in this sub-project (SFB-TRR40-A4) to 
supplement the experimental investigations by sub-
project A2. Previous numerical work in this sub-project 
was largely based on effusion cooling and a plane 2D 
nozzle experiment performed in A2, see, e.g., [12, 13] for 
the experimental and, e.g., [14, 15] for the numerical work. 
The experimental setup has now changed to a three-
dimensional, axisymmetric nozzle with a circular cross 
section and conical contour. The film-cooling mechanism 
in this setup is planned to be analyzed in-depth using 
direct numerical simulations. To this end, the reference-
case nozzle (no cooling) is analyzed using RANS 
simulations with the DLR TAU code to (i) get the boundary 

conditions for the DNS, and (ii) for general flow 
investigations to get an overview of the flow field. With the 
data obtained from the RANS simulations a DNS for a fully 
turbulent boundary layer is set up. As a first step, a zero-
pressure-gradient flat-plate flow with adiabatic wall 
condition is considered. This will later be extended to 
include a backward-facing step with cooling gas injection, 
non-adiabatic walls and a pressure gradient. 
This report is organized as follows: In Sec. 2 the film-
cooling experiment will be briefly described. Section 3 
provides the governing equations for the flow at hand. In 
Sec. 4 the numerical setup for the RANS and DNS 
simulations is explained in detail, and the simulation 
results are presented in Sec. 5. Finally, Sec. 6 
summarizes the main findings and contains some 
concluding remarks. 

2. FILM COOLING EXPERIMENT 
In the experimental facility, rocket-engine-like stagnation 
conditions are achieved by means of a detonation tube. A 
hydrogen-oxygen mixture is burnt and the gases 
(superheated steam or gaseous H2O, GH2O) are brought 
to stagnation in a plenum chamber. This provides high 
pressures and temperatures for a short testing time in the 
order of 5-7 ms [16]. The axisymmetric nozzle is attached 
to the plenum chamber, and a vacuum tank on the 
exhaust side. For film-cooling experiments a 
circumferential injection slot is placed 84 mm downstream 
of the throat. The coolant is injected tangentially to the 
nozzle wall. Three different inserts for the slot geometry 
are available to vary the coolant exit Mach number; a 
fourth insert allows for a reference-case configuration 
without a cooling slot (plane nozzle wall). Static-pressure 
and heat-flux measurements are taken along an 
instrumented insert. Due to the short testing time the 
nozzle walls virtually remain at their initial temperature. To 
avoid condensation the walls have to be heated to at least 
60° C. For more details on the experimental setup 
see [17]. The experimental configuration with a cooling-
slot insert is depicted in Fig. 1 and the geometrical details 
of the nozzle are given in Tab. 1. 

 

©2017

Deutscher Luft- und Raumfahrtkongress 2017
DocumentID: 450178

1



Length of expansion part, [mm] 340 

Throat radius of curvature, [mm] 12 

Throat diameter, [mm] 16 

Convergent angle, [deg] 50 

Divergent angle, [deg] 30 

Expansion ratio, 𝐴𝑒 𝐴∗⁄  156 

… at slot position, 𝐴𝑠 𝐴∗⁄  15 

TAB  1. Geometric data of the axisymmetric nozzle. 

 
FIGURE 1. Experimental setup (here with cooling slot                    
                    insert), taken from [17] 

3. GOVERNING EQUATIONS 
The governing equations for the flow of a gaseous fluid in 
a nozzle are the continuity equation, the three-dimensional 
compressible Navier-Stokes equations, the energy 
equation and an equation of state. Written in non-
dimensional vectorized form, they can be found in, 
e.g., [24]. Sutherland’s law can be used to calculate the 
dynamic viscosity 𝜇 as a function of temperature. 

We do not consider the hydrogen/oxygen combustion in 
the detonation tube or any other chemical reaction 
throughout the nozzle. Instead, the main gas, i.e. 
superheated steam, is assumed to be a calorically perfect 
gas. For a calorically perfect gas the Prandtl number 𝑃𝑟 
and the ratio of specific heats 𝜅 = 𝑐𝑝 𝑐𝑣⁄  are assumed 
constant and the ideal gas law is used as equation of 
state. Due to the very high pressure and temperature in 
the plenum chamber this approach may not be fully 
appropriate. Also, the thermophysical gas properties are 
likely to vary over the nozzle due to the strong expansion. 
However, our focus is on the supersonic nozzle part where 
lower pressure and temperature prevail. Under the 
assumption of completely or at least partially frozen 
thermochemical kinetics after the nozzle throat, the 
calorically perfect gas approach may be reasonable. In 
fact, the results presented in Sec. 5 support this approach 
strongly. The thermophysical parameters for the hot GH2O 
flow are listed in Tab. 2. Note that these values are the 
same (besides a slightly different value of 𝜅 = 1.14) as for 
a previous study of the plane 2D nozzle, see [18], where 
also a very good agreement with experimental data was 

achieved. 

𝜅 1.15 Sutherland 
𝜇𝑟𝑒𝑓 

1.12e-5 
[kg/(m*s)] 

𝑃𝑟 0.8 Sutherland 
𝐶 

1064 
[K] 

𝑅𝐻2𝑂 461.5216 
[J/kgK] 

Sutherland 
𝑇𝑟𝑒𝑓 

350 
[K] 

TAB 2. Thermophysical parameters of superheated 
            steam. 

4. NUMERICAL SETUP 
Two different numerical tools are employed. For the full 
nozzle-flow calculations the TAU solver is used, which has 
been developed by the German Aerospace Center (DLR), 
and, for example, has been successfully applied to the 
numerical simulation of flows in dual-bell rocket 
nozzles [19]. For more details on TAU see, e.g., [20, 21]. 
For the corresponding direct numerical simulations of the 
turbulent boundary layer and the future film-cooling 
simulations the high-order in-house code NS3D is used. 
This code has been successfully used for the calculation 
of effusion cooling in supersonic boundary-layer 
flow [6, 22, 23]. Detailed information about NS3D can be 
found in, e.g., [7, 9, 23, 24]. All simulations are carried out 
on the CRAY XC40 Hazelhen supercomputer at the 
federal high performance computing center Stuttgart 
(HLRS). 

4.1. Nozzle-flow calculations using DLR TAU 
TAU uses a finite-volume approach for the spatial 
discretization of the governing equations. For this work we 
use the AUSMDV upwind flux-vector splitting scheme in 
combination with a least-square gradient reconstruction for 
a second-order discretization of the inviscid fluxes. The 
viscous fluxes are computed by a second-order central 
scheme. An explicit Runge-Kutta time-integration method 
is used for a stable initial start-up phase of the simulation 
and later switched to an implicit backward Euler method 
using the LU-SGS scheme for the solution of the linear 
equation system for faster convergence to steady state. A 
full multigrid scheme is used to accelerate the solution 
convergence. For the present work the Reynolds-
averaged Navier-Stokes equations are solved applying 
different turbulence models. Note that no 
hydrogen/oxygen reaction mechanisms are considered in 
the current work, instead the main flow gas, i.e. 
superheated steam, is treated as a calorically perfect gas. 
Computational grid, initial conditions, and boundary 
conditions: All simulations have been performed on two-
dimensional axisymmetric hybrid structured/unstructured 
grids. The wall region is resolved with a finely structured 
grid. The wall-normal resolution is chosen such that 
𝑦+ ≤ 1 holds above all viscous walls. For the interior 
nozzle region an unstructured grid is used. The 
simulations are initialized with an arbitrary subsonic flow in 
the whole domain. At the plenum inflow, a constant total 
pressure and total temperature condition is prescribed. 
The first part of the wall is assumed to belong to the 
plenum and is thus considered as adiabatic slip-wall. The 
wall of the converging part, the throat, and diverging part 
is a no-slip wall with either isothermal or adiabatic 
temperature condition. At the outflow, a simple 
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extrapolation is used to compute the flow values. The 
lower boundary is an axisymmetry axis. The setup for the 
nozzle-flow simulation is depicted in Fig. 2. 

 
FIGURE 2. Setup for the TAU RANS simulations. 

4.2. Direct numerical simulations using NS3D 
NS3D is a high-order, block-structured, finite difference 
code for the time-accurate direct numerical simulation of 
compressible flows of one or two calorically perfect gases. 
(Alternatingly biased) compact finite differences of 6th-
order are used for the spatial discretization in streamwise 
and wall-normal direction. To enable an independent 
solution of the resulting equation system for each 
computational domain for parallel computing, a sub-
domain compact approach is used where the domain 
boundaries are coupled using explicit finite differences of 
8th-order, see [22]. In the spanwise direction the flow is 
assumed periodic and a Fourier-spectral ansatz is used. 
The classical explicit 4th-order Runge-Kutta method is 
used for the time integration. In order to stabilize the 
computation a 10th-order compact filtering procedure can 
be applied to the conservative variables at a chosen time 
step interval. Strong gradients due to shocks can be 
treated by a shock-capturing procedure based on 2nd-
order filtering [25]. 
Computational grid, initial conditions, and boundary 
conditions: The length scales for the DNS are non-
dimensionalized by the boundary-layer thickness δ99,i at 
the inlet. The regular domain extends from 34.4 ≤
𝑥/𝛿99,𝑖 ≤ 217.7 in the streamwise direction and has a 
height of 𝑦/𝛿99,𝑖  = 20. In the spanwise direction the 
domain has a width of approximately 14 𝛿99,𝑖. In both wall-
normal and streamwise direction an additional region with 
grid stretching is added to the regular domain to prevent 
numerical reflections at the boundaries. The origin of the 
coordinate system is placed on a virtual leading edge 
which is not part of the simulated domain. The simulation 
is initialized with a turbulent boundary-layer profile from a 
precursor simulation, which is scaled to yield the desired 
boundary-layer thickness at the inlet. At the wall, the no-
slip, no-penetration boundary conditions are imposed on 
the velocity components. The pressure and temperature at 
the wall are extrapolated by a 5th-order polynomial 
according to (𝜕𝑝/𝜕𝑦)𝑤 = 0 and(𝜕𝑇/𝜕𝑦)𝑤 = 0, respectively 
(adiabatic wall condition); the density is calculated from 
the equation of state. At the freestream, a supersonic 
characteristic condition is used where all flow variables are 
computed such that the gradient along spatial 
characteristics is zero, except for the pressure, which is 
computed from the equation of state [26]. At the outflow, 
all flow quantities are extrapolated from the field using a 
2nd-order parabola. At the supersonic inlet, all flow 
variables are fixed to the profile used as initial condition; 
additionally, unsteady artificial turbulent fluctuations using 
a digital filtering SEM method are superimposed within the 
boundary layer, see [27, 28]. Although the SEM method 
provides a pseudo-turbulent flowfield at the inlet of the 
domain, the flow needs about 10 𝛿99,𝑖 in streamwise 
direction to fully satisfy equilibrium turbulent-flow statistics. 

A sponge zone above the boundary layer in the inlet 
region prevents the farfield flow from being distorted by 
this transition process and also damps all shocks arising 
close to the inlet due to the supersonic condition. The 
computational setup is depicted in Fig. 3. 

 
FIGURE 3. Setup for the boundary-layer DNS. 

5. RESULTS 

5.1. Nozzle flow 
The plenum conditions for the nozzle flow simulations are 
chosen, according to the experiment, to be 𝑝0 = 30 bar 
and 𝑇0 = 3650 K. The simulations have been run with 
either adiabatic or isothermal wall conditions, where the 
isothermal wall temperature is set, also according to the 
experiment, to 𝑇𝑤 = 333 K. Three different turbulence 
models have been used, namely the one-equation Spalart-
Allmaras model (SA), the two equation Wilcox k-ω 
model (k-ω), and the two-equation Menter-SST 
model (SST). Here, the Spalart-Allmaras model is defined 
as the reference case and is the model used unless 
otherwise noted. All simulations are considered fully 
turbulent. Note that due to the strong flow acceleration and 
wall cooling the flow may be also transitional. The 
thermophysical properties of the GH2O flow are listed in 
Tab. 2. Note that these gas properties are consistent with 
values published in the literature, see, e.g. [29] or [30], but 
are tuned within their parameter range. The effects of a 
parameter variation for the gas properties are discussed 
below. Figure 4 shows the temperature distribution of the 
nozzle flow for the isothermal and adiabatic wall case. As 
expected, a large difference can be seen in the 
temperature gradient through the boundary layer between 
the two cases. The adiabatic wall temperature at the 
designated cooling slot position is 𝑇𝑤,𝑎𝑑 ≈ 3500 K, 
indicating the very strong wall-cooling effect present in the 
short-time experiment (throat: 𝑇𝑤,𝑎𝑑 ≈ 3620 K, exit: 
𝑇𝑤,𝑎𝑑 ≈ 3400 K). Figure 5 shows the Mach number 
distribution in a close-up. Only minor differences exist 
between the two cases. A weak shock can be seen 
emanating from the transition point from the circular throat 
part to the conical diverging, straight part. This shock is 
reflected at the symmetry line and impacts the wall close 
to the designated cooling slot position. A possible 
influence of this shock on the cooling performance 
remains a subject of further investigations. 
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FIGURE 4. Temperature [K] contours for the nozzle flow, 
                   upper half: isothermal case, lower half: 
                   adabatic case. 

 
FIGURE 5. Mach number contours for the nozzle flow, 
                   upper half: isothermal case, lower half: 
                   adiabatic case. 

Figure 6 compares the calculated heat flux and pressure 
distribution along the nozzle wall (isothermal case) with 
the experimentally measured data. A very good 
agreement can be obtained for the wall pressure. Some 
difference exists close to the exhaust region of the nozzle. 
This may be caused by the single-species approach or 
some measurement uncertainties, but a very good fit in 
the inner region, close to the designated cooling slot 
position at 84 mm, can be obtained. The numerically 
obtained heat flux also compares well with the experiment. 
The effect of the previously mentioned shock can also be 
seen in the curves. Additionally, the figure shows the 
results for two different ratios of specific heats, 𝜅 = 1.17, 
and 𝜅 = 1.20. The parameter has a large influence on both 
heat flux and pressure at the wall. While for 𝜅 = 1.17 the 
simulated heat flux compares even somewhat better to the 
experiment, the match for the pressure distribution gets 
worse, and for 𝜅 = 1.20 both curves compare less 
favorably to the experiment. A too low heat flux could 
theoretically be compensated by a reduction of the Prandtl 
number. While this increases the heat flux it has no effect 
on the wall pressure (not shown). The influence of the 
Sutherland values for viscosity has also been analyzed 
(not shown), but no influence on the wall pressure and 
only a negligible impact on the wall heat flux could be 
seen. 

The main purpose of the nozzle flow simulation is to obtain 
the boundary conditions for the direct numerical 
simulation. Therefore, the flow at the designated cooling 
position is analyzed using the SA turbulence model, as 
well as the k- ω, and the SST model. The results are listed 
in Tab. 4 for the isothermal and the adiabatic case. For the 
freesteam values at the boundary-layer edge, such as 
Mach number or temperature, neither the wall condition 
nor the turbulence model shows a significant influence. In 
contrast, the thickness of the boundary layer δ99 depends 
on the wall temperature, with the adiabatic condition 

yielding a smaller value. Note that the effective shear-layer 
thickness is smaller with wall cooling, and the wall shear is 
higher. Quite some differences between the used 
turbulence models appear. The differences become even 
more evident for the integral values 𝑅𝑒𝛩 and 𝑅𝑒𝜏. Here, not 
only the absolute values are much higher for the 
isothermal wall, but also the ratio is reversed compared to 
the adiabatic case. 

 
FIGURE 6. Comparison of simulated (isothermal case) 
                    and experimental heat flux [W/m²] and 
                    pressure ratio 𝑝0 𝑝⁄  distribution along the 
                    nozzle wall. Solid line: 𝜅 = 1.15, dashed line:  
                    𝜅 = 1.17, dash-dotted line: 𝜅 = 1.20. 

5.2. DNS of near-wall flow 
To analyze the film-cooling mechanism in the nozzle using 
DNS the first step is a validated turbulent flow set-up for 
the given nozzle-flow conditions. Therefore, a direct 
numerical simulation for a fully turbulent flat-plate 
boundary layer using the NS3D code has been set-up. As 
a first reference case an adiabatic wall condition with zero 
pressure gradient is used. The simulation parameters are 
listed in Tab. 3, as taken from the previously discussed 
nozzle-flow results. The inflow boundary-layer thickness 
was chosen to be 3 mm. The fluid is again GH2O, the 
thermophysical properties are listed in Tab. 2. The 
validation of a GH2O flow proves difficult, due to the 
sparsity of different-from-air gas boundary-layer 
experiments or simulations available and the uncertainty 
of the influence of a different 𝜅 and 𝑃𝑟 on turbulence 
statistics. Some important results will be shown below. 

𝑀𝑎∞ 3.3 [-] 

𝑇∞ 1980 [K] 

𝑝∞ 0.27963 [bar] 

𝜌∞ 0.0306 [kg/m³] 

𝑇𝑤 adiabatic  

𝛿99,𝑖 3 [mm] 

TAB 3. DNS simulation parameters. 

The development of the skin-friction coefficient 𝑐𝑓 =
𝜏𝑤/(1 2⁄ 𝜌𝑤𝑢∞2 ) over 𝑅𝑒𝛩 is shown in Fig. 7. The data from 
an incompressible DNS by Schlatter et al. [31] is shown 
together with a correlation curve 𝑐𝑓,𝑖𝑛𝑐 = 0.0024 𝑅𝑒𝛩−0.25. 
Using the van Driest-II-transformation and the 
compressibility transformation suggested by Spalding and 
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Chi [32], a compressible correlation taking into account the 
ratio of specific heats 𝜅 and the Prandtl number 𝑃𝑟 of 
GH2O can be derived from the incompressible 
correlation [30]. The agreement between the present DNS 
and the correlation is very good. A small offset between 
the simulation result and the theoretical prediction exists. 
Note that the used incompressible correlation also under 
predicts the results from Schlatter for higher 𝑅𝑒𝛩. Two 
additional data points are shown for DNS of air at 𝑀𝑎 =
2.0 [33] and at 𝑀𝑎 = 3.0 [34] to illustrate the effect of a 
different main flow gas. 

 
FIGURE 7. Comparison of skin friction coefficient 𝑐𝑓 over 
                   𝑅𝑒𝛩. Incompressible data from Schlatter et 
                   al. [31], for the derivation of the correlation 
                   curves see text. 

The velocity fluctuations in inner scaling, e.g. 𝑢𝑟𝑚𝑠
+ =

√𝑢′𝑢′, are shown in Fig. 8 and compared with data from a 
DNS of air at 𝑀𝑎 = 3.0 from Pirozzoli [35]. Both results are 
plotted at 𝑅𝑒𝜏 = 250 and scaled according to Morkovin’s 
hypothesis with the density ratio �𝜌̅ 𝜌𝑤⁄  to account for 
compressibility. The agreement is very good throughout 
the boundary layer, although it remains unsure whether 
these statistics can be used for the validation of a non-air 
boundary layer. The pressure, temperature and density 
fluctuations (not shown) show no such quantitative 
comparability, but still a good qualitative agreement to 
other DNS of supersonic turbulent boundary layers (of air). 

 
FIGURE 8. Comparison of density scaled rms velocity 
                    fluctuations 𝑢′, 𝑣′, 𝑤′ in inner scaling between 
                    the DNS at hand and a 𝑀𝑎 = 2.0 DNS of air 
                    from Pirozzoli [35], at 𝑅𝑒𝜏 = 250. 

Snapshots of the u-velocity distribution in two wall-parallel 
planes are shown in Fig. 9. The inner region of the 
turbulent boundary layer is characterized by streamwise 
streaks, see the left plane at 𝑦+ = 5, whereas the log-law 
region is dominated by larger structures, see the right 

plane at 𝑦+ = 50. The near-wall streaks show a spacing of 
about 100 length units 𝑙+ in inner scaling, which agrees 
well with the values for wall-bounded turbulent flows 
reported in the literature, see, e.g., [36]. Figure 10 shows a 
snapshot of the spanwise averaged density gradient to 
highlight the highly turbulent structure of the boundary 
layer as well as the large density gradient at the wall due 
to the adiabatic wall condition. 

 
FIGURE 9. Snapshots of the 𝑢-velocity distribution at (left) 
                   𝑦+ = 5 and (right) 𝑦+ = 50 from 𝑅𝑒𝛩 =
                       1480 𝑡𝑜 1640. The lines in the left figure are 
                   approx. 100 𝑙+ apart. 

 
FIGURE 10. Snapshot of the spanwise averaged density 
                     gradient. 

6. CONCLUSIONS 
In preparation for the analysis of the film-cooling 
mechanism in supersonic rocket nozzles using direct 
numerical simulation, single-species RANS precursor 
simulations are performed to compute the flow field in a 
conical nozzle with circular cross section. These 
simulations serve as the basis for the planned film-cooling 
DNS. Note that we do not consider the hydrogen/oxygen 
combustion mechanism used in the experiment to 
generate the high stagnation pressures and temperatures. 
Instead, the flow is treated as a calorically perfect gas. 
This simplification yields very good agreement with the 
experimentally measured wall heat-flux and pressure 
distribution if 𝜅 and 𝑃𝑟 are chosen appropriately. The wall 
temperature condition (adiabatic or isothermal with very 
low wall temperature) shows a very large influence on the 
boundary layer at the designated cooling-slot position, 
whereas the freestream values are much less affected. 
Also, a rather large influence of the employed turbulence 
model on the boundary layer can be seen. A fully turbulent 
flat-plate DNS of a GH2O flow at a freestream Mach 
number of 3.3 with zero pressure gradient and adiabatic 
wall condition serves as a first reference case and is 
compared to other available data; the friction-coefficient 
evolution collapses with a compressible correlation 
formula. This simulation will serve as the basis for future 
film cooling investigations where details of the two-fluid 
flow field are scrutinized, especially the infection of the 
initially laminar cooling film with the cooling-film destroying 
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main-flow turbulence. In a next step, a backward-facing 
step will be implemented in the simulation and the blowing 
of the cooling gas into the turbulent main flow through the 
step will be analyzed. 

 

 

 

 SA k-ω SST 

isothermal adiabatic isothermal adiabatic isothermal adiabatic 

𝛿99 [mm] 2.5 2.2 3.7 2.7 2.7 2.3 

𝑅𝑒𝛩  677 259 1040 302 839 265 

𝑅𝑒𝜏  1647 49 2843 62 2014 50 

𝑀𝑎𝑒  3.33 3.31 3.34 3.31 3.33 3.31 

𝜌𝑒 [kg/m3] 0.0315 0.0327 0.0314 0.0328 0.0318 0.0328 

𝑇𝑒 [K] 1983 2000 1967 2001 1985 2001 

TAB 4. Boundary layer and boundary-layer edge data at the designated cooling slot position for different turbulence 
             models for isothermal and adiabatic wall condition.
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